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Preface to the First Edition

The rate of introduction of new pharmaceutical
products has increased rapidly over the past decade,
and details learned about a particular drug become
obsolete as it is replaced by newer agents. For this
reason, we have chosen to focus this book on the
principles that underlie the clinical use and contem-
porary development of pharmaceuticals. It is assumed
that the reader will have had an introductory course in
pharmacology and also some wunderstanding of
calculus, physiology and clinical medicine.

This book is the outgrowth of an evening course
that has been taught for the past three years at the NIH
Clinical Center. Wherever possible, individuals who

have lectured in the course have contributed chapters
corresponding to their lectures. The organizers of this
course are the editors of this book and we also have
recruited additional experts to assist in the review of
specific chapters. We also acknowledge the help of
William A. Mapes in preparing much of the artwork.
Special thanks are due to Donna Shields, Coordinator
for the ClinPRAT training program at NIH, whose
attention to myriad details has made possible both the
successful conduct of our evening course and the
production of this book. Finally, we were encouraged
and patiently aided in this undertaking by Robert M.
Harington and Aaron Johnson at Academic Press.

Preface to the Third Edition

In the decade since the first edition of Principles of
Clinical Pharmacology was published, the discipline of
clinical pharmacology has come to play an increas-
ingly important role in drug development and regu-
latory science, as well as in its continued application to
clinical medicine. The third edition remains focused
on the principles underlying the development, evalu-
ation, and clinical use of pharmaceuticals. However,
recent advances have warranted the inclusion of new
chapters on imaging and on the pharmacogenetic
basis of adverse drug reactions, as well as a substantial
expansion of the scope of the chapters on transporters,
pharmacogenetics, and biomarkers.

Since the first edition, the center of gravity of
clinical pharmacology as a discipline also has shifted
from a primarily academic orientation towards its
more practical application by the US Food and Drug
Administration (FDA) and the pharmaceutical
industry. This is best evidenced by the evolution of the
FDA'’s Division of Biopharmaceutics into the current
FDA Office of Clinical Pharmacology, with the

xvii

concomitant proliferation of Clinical Pharmacology
Guidance documents that are now cited in many
chapters of this text.

We are indebted to the authors from previous
editions who have worked to update their chapters
and are delighted to welcome the new authors, several
of whom are from the FDA’s Office of Clinical Phar-
macology, who have stepped in to contribute both new
chapters and new versions of other existing chapters.
As in previous editions, the authors in many cases
continue to be lecturers in the evening course that has
been taught for the past 15 years at the National
Institutes of Health (NIH) Clinical Center”. Many of
the illustrations in the text appeared originally in
Clinical Pharmacology and Therapeutics, and we thank
the American Society for Clinical Pharmacology and
Therapeutics for allowing us to reproduce these free of
charge. Finally, special thanks are due the Elsevier
Production Staff who together have provided ongoing
support that has been invaluable for the successful
production of this book.

! Videotapes and slide handouts for the NIH course are

available on the Internet at: www.cc.nih.gov/training/
training / principles.html.
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CHAPTER

1

Introduction to CGlinical Pharmacology

Arthur J. Atkinson, Jr.
Department of Molecular Pharmacology & Biochemistry, Feinberg School of Medicine, Northwestern University, Chicago, IL 60611

F ortunately a surgeon who uses the wrong side of the
scalpel cuts his own fingers and not the patient; if the same
applied to drugs they would have been investigated very

carefully a long time ago.
Rudolph Bucheim

Beitrage zur Arzneimittellehre, 1849 [1]

BACKGROUND

Clinical pharmacology can be defined as the study
of drugs in humans. Clinical pharmacology often
is contrasted with basic pharmacology, yet applied is
a more appropriate antonym for basic [2]. In fact,
many basic problems in pharmacology can only be
studied in humans. This text will focus on the basic
principles of clinical pharmacology. Selected appli-
cations will be used to illustrate these principles,
but no attempt will be made to provide an exhaus-
tive coverage of applied therapeutics. Other useful
supplementary sources of information are listed at
the end of this chapter.

Leake [3] has pointed out that pharmacology is
a subject of ancient interest but is a relatively new
science. Reidenberg [4] subsequently restated Leake’s
listing of the fundamental problems with which the
science of pharmacology is concerned:

1. The relationship between dose and biological
effect

The localization of the site of action of a drug

The mechanism(s) of action of a drug

2.
3.

PRINCIPLES OF CLINICAL PHARMACOLOGY, THIRD EDITION
DOI http:/ /dx.doi.org/10.1016 /B978-0-12-385471-1.00001-5

The absorption, distribution, metabolism and
excretion of a drug

The relationship between chemical structure and
biological activity.

These authors agree that pharmacology could not
evolve as a scientific discipline until modern chemistry
provided the chemically pure pharmaceutical prod-
ucts that are needed to establish a quantitative rela-
tionship between drug dosage and biological effect.

Clinical pharmacology has been termed a bridging
discipline because it combines elements of classical
pharmacology with clinical medicine. The special
competencies of individuals trained in clinical phar-
macology have equipped them for productive careers
in academia, the pharmaceutical industry, and
governmental agencies, such as the National Institutes
of Health (NIH) and the Food and Drug Administra-
tion (FDA). Reidenberg [4] has pointed out that clinical
pharmacologists are concerned both with the optimal
use of existing medications and with the scientific
study of drugs in humans. The latter area includes
both evaluation of the safety and efficacy of currently
available drugs and development of new and
improved pharmacotherapy.

Optimizing Use of Existing Medicines

As the opening quotation indicates, the concern of
pharmacologists for the safe and effective use of
medicine can be traced back at least to Rudolph
Bucheim (1820-1879), who has been credited with
establishing pharmacology as a laboratory based

Copyright © 2012 Elsevier Inc. All rights reserved.
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discipline [1]. In the United States, Harry Gold and
Walter Modell began, in the 1930s, to provide the
foundation for the modern discipline of clinical phar-
macology [5]. Their accomplishments include the
invention of the double-blind design for clinical trials
[6], the use of effect kinetics to measure the absolute
bioavailability of digoxin and characterize the time
course of its chronotropic effects [7], and the founding
of Clinical Pharmacology and Therapeutics.

Few drugs have focused as much public attention
on the problem of adverse drug reactions as thalido-
mide, which was first linked in 1961 to catastrophic
outbreaks of phocomelia by Lenz in Germany and
McBride in Australia [8]. Although thalidomide had
not been approved at that time for use in the United
States, this tragedy prompted passage in 1962 of the
Harris-Kefauver Amendments to the Food, Drug, and
Cosmetic Act. This act greatly expanded the scope of
the FDA’s mandate to protect the public health. The
thalidomide tragedy also provided the major impetus
for developing a number of NIH-funded academic
centers of excellence that have shaped contemporary
clinical pharmacology in this country. These US
centers were founded by a generation of vigorous
leaders, including Ken Melmon, Jan Koch-Weser, Lou
Lasagna, John Oates, Leon Goldberg, Dan Azarnoff,
Tom Gaffney, and Leigh Thompson. Collin Dollery
and Folke Sjoqvist established similar programs in
Europe. In response to the public mandate generated
by the thalidomide catastrophe, these leaders quickly
reached consensus on a number of theoretically
preventable causes that contribute to the high inci-
dence of adverse drug reactions [5]. These include:

1. Inappropriate polypharmacy

2. Failure of prescribing physicians to establish and
adhere to clear therapeutic goals

3. Failure of medical personnel to attribute new
symptoms or changes in laboratory test results to
drug therapy

4. Lack of priority given to the scientific study of
adverse drug reaction mechanisms

5. General ignorance of basic and applied pharma-
cology and therapeutic principles.

The important observations also were made that,
unlike the teratogenic reactions caused by thalido-
mide, most adverse reactions encountered in clinical
practice occurred with drugs that have been in clinical
use for a substantial period of time rather than newly
introduced drugs, and were dose related rather than
idiosyncratic [5, 9, 10].

Recognition of the considerable variation in
response of different patients treated with standard

drug doses has provided the impetus for the devel-
opment of what is currently called “personalized
medicine” [11]. Despite the recent introduction of this
term, it actually describes a continuing story that can
be divided into three chapters in which different
complementary technologies were developed and are
being applied to cope with this variability. In the
earliest chapter, laboratory methods were developed
to measure drug concentrations in patient blood
samples and to guide therapy — an approach now
termed “therapeutic drug monitoring” [10]. The
routine availability of these measurements then made
it possible to apply pharmacokinetic principles in
routine patient care to achieve and maintain these
drug concentrations within a prespecified therapeutic
range. Despite these advances, serious adverse drug
reactions (defined as those adverse drug reactions that
require or prolong hospitalization, are permanently
disabling, or result in death) continue to pose a severe
problem and recently have been estimated to occur in
6.7% of hospitalized patients [12]. Although this figure
has been disputed, the incidence of adverse drug
reactions probably is still higher than is generally
recognized [13]. In the third chapter, which is still
being written, genetic approaches are being developed
and applied both to meet this challenge and to
improve the efficacy and safety of drug therapy [11].
Thus, pharmacogenetics is being used to identify slow
drug-metabolizing patients who might be at increased
risk for drug toxicity and rapid metabolizers who
might not respond when standard drug doses are
prescribed. In a parallel development, pharmacoge-
nomic methods are increasingly used to identify
subsets of patients who will either respond satisfac-
torily or be at increased risk of an adverse reaction to
a particular drug.

The fact that most adverse drug reactions occur
with commonly used drugs focuses attention on the
last of the preventable causes of these reactions: the
training that prescribing physicians receive in phar-
macology and therapeutics. Bucheim’s comparison of
surgery and medicine is particularly apt in this regard
[5]. Most US medical schools provide their students
with only a single course in pharmacology that tradi-
tionally is part of the second-year curriculum, when
students lack the clinical background that is needed to
support detailed instruction in therapeutics. In addi-
tion, Sjoqvist [14] has observed that most academic
pharmacology departments have lost contact with
drug development and pharmacotherapy. As a result,
students and residents acquire most of their informa-
tion about drug therapy in a haphazard manner from
colleagues, supervisory house staff and attending
physicians, pharmaceutical sales representatives, and
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whatever independent reading they happen to do on
the subject. This unstructured process of learning
pharmacotherapeutic technique stands in marked
contrast to the rigorously supervised training that is an
accepted part of surgical training, in which instanta-
neous feedback is provided whenever a retractor, let
alone a scalpel, is held improperly.

Evaluation and Development of Medicines

Clinical pharmacologists have made noteworthy
contributions to the evaluation of existing medicines
and development of new drugs. In 1932, Paul Martini
published a monograph entitled Methodology of Ther-
apeutic Investigation that summarized his experience in
scientific drug evaluation and probably entitles him to
be considered the “first clinical pharmacologist” [15].
Martini described the use of placebos, control groups,
stratification, rating scales, and the “n of 1” trial
design, and emphasized the need to estimate the
adequacy of sample size and to establish baseline
conditions before beginning a trial. He also introduced
the term “clinical pharmacology”. Gold [6] and other
academic clinical pharmacologists also have made
important contributions to the design of clinical trials.
More recently, Sheiner [16] outlined a number of
improvements that continue to be needed in the use of
statistical methods for drug evaluation, and asserted

IND

that clinicians must regain control over clinical trials in
order to ensure that the important questions are being
addressed.

Contemporary drug development is a complex
process that is conventionally divided into preclinical
research and development and a number of clinical
development phases, as shown in Figure 1.1 for drugs
licensed by the United States FDA [17]. After a drug
candidate is identified and put through in vitro screens
and animal testing, an Investigational New Drug
application (IND) is submitted to the FDA. When the
IND is approved, Phase I clinical development begins
with a limited number of studies in healthy volunteers
or patients. The goal of these studies is to establish
a range of tolerated doses and to characterize the drug
candidate’s pharmacokinetic properties and initial
toxicity profile. If these results warrant further devel-
opment of the compound, short-term Phase II studies
are conducted in a selected group of patients to obtain
evidence of therapeutic efficacy and to explore patient
therapeutic and toxic responses to several dose regi-
mens. These dose-response relationships are used to
design longer Phase III trials to confirm therapeutic
efficacy and document safety in a larger patient pop-
ulation. The material obtained during preclinical and
clinical development is then incorporated in a New
Drug Application (NDA) that is submitted to the FDA
for review. The FDA may request clarification of study

NDA

Chemical Synthesis and Formulation Development

Animal Models
for Efficacy

Assay Development

Animal PK and PD Dose Escalation

Proof of Concept Large Efficacy Trials

Preclinical Development

and Initial PK and Dose Finding with PK Screen
Animal Toxicology
E PK and PD Studies in Special Populations
PHASE | PHASE I PHASE Il

Clinical Development

FIGURE 1.1 The process of new drug development in the United States. PK indicates pharmacokinetic studies; PD indicates studies of
drug effect or pharmacodynamics. Further explanation is provided in the text. Modified from Peck CC, Barr WH, Benet LZ et al. Clin

Pharmacol Ther 1992;51:465-73 [17].



4 Atkinson

results or further studies before the NDA is approved
and the drug can be marketed. Adverse drug reaction
monitoring and reporting is mandated after NDA
approval. Phase IV studies, conducted after NDA
approval, may include studies to support FDA
licensing for additional therapeutic indications or
“over-the-counter” (OTC) sales directly to consumers.

Although the expertise and resources needed to
develop new drugs are primarily concentrated in the
pharmaceutical industry, clinical investigators based
in academia have played an important catalytic role in
championing the development of a number of drugs
[18]. For example, dopamine was first synthesized in
1910 but the therapeutic potential of this compound
was not recognized until 1963, when Leon Goldberg
and his colleagues provided convincing evidence that
dopamine mediated vasodilation by binding to
a previously undescribed receptor [19]. These inves-
tigators subsequently demonstrated the clinical utility
of intravenous dopamine infusions in treating patients
with hypotension or shock unresponsive to plasma
volume expansion. This provided the basis for a small
pharmaceutical firm to bring dopamine to market in
the early 1970s.

Academically based clinical pharmacologists have
a long tradition of interest in drug metabolism. Drug
metabolism generally constitutes an important mech-
anism by which drugs are converted to inactive
compounds that usually are more rapidly excreted
than the parent drug. However, some drug metabo-
lites have important pharmacologic activity. This was
first demonstrated in 1935, when the antibacterial
activity of prontosil was found to reside solely in its
metabolite, sulfanilamide [20]. Advances in analytical
chemistry over the past 30 years have made it possible
to measure, on a routine basis, plasma concentrations
of drug metabolites as well as parent drugs. Further
study of these metabolites has demonstrated that
several of them have important pharmacologic activity
that must be considered for proper clinical interpre-
tation of plasma concentration measurements [21]. In
some cases, clinical pharmacologists have demon-
strated that drug metabolites have pharmacologic
properties that make them preferable to marketed
drugs.

For example, when terfenadine (Seldane™), the
prototype of non-sedating antihistamine drugs, was
reported to cause torsades de pointes and fatality in
patients with no previous history of cardiac
arrhythmia, Woosley and his colleagues [22] pro-
ceeded to investigate the electrophysiologic effects of
both terfenadine and its carboxylate metabolite
(Figure 1.2). These investigators found that terfena-
dine, like quinidine, an antiarrhythmic drug with

known propensity to cause torsades de pointes in
susceptible individuals, blocked the delayed rectifier
potassium current. However, terfenadine carboxylate,
which actually accounts for most of the observed
antihistaminic effects when patients take terfenadine,
was found to be devoid of this proarrhythmic prop-
erty. These findings provided the impetus for
commercial development of the carboxylate metabo-
lite as a safer alternative to terfenadine. This metabo-
lite is now marketed as fexofenadine (Allegra").

The potential impact of pharmacogenetics on drug
prescribing and development is illustrated by the
example of tamoxifen, a selective estrogen receptor
modifier that has been used as therapy and for recur-
rence prevention in patients with breast cancer. As
shown in Figure 1.3, tamoxifen is converted by cyto-
chrome P450 (CYP) enzymes to several metabolites
that have more potent anti-estrogenic activity than the
parent compound. Although 4-hydroxy-tamoxifen
had been thought to be the primary pharmacologically
active tamoxifen metabolite, Flockhart and colleagues
[23] demonstrated that endoxifen plasma concentra-
tions averaged more than 10 times those of 4-hydroxy-
tamoxifen in women treated with tamoxifen, and that
both compounds had equal in vitro potency in sup-
pressing breast cancer cell proliferation. These inves-
tigators subsequently confirmed the clinical relevance
of these findings by demonstrating that women who
were homozygous for CYP2D6*4, the most common

<0

OH CHs
|
HO-C CNCHZCHchZCH@? —CH;
Terfenadine
OH CI:HS
|
HO-C CN —CH,CH,CH,CH @Cu —COOH
CH,

Terfenadine Carboxylate

FIGURE 1.2 Chemical structures of terfenidine and its carbox-
ylate metabolite. The acid metabolite is formed by oxidation of the
t-butyl side chain of the parent drug.
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FIGURE 1.3 Partial metabolic pathway of tamoxifen showing metabolite structures
and the CYP enzymes involved. The relative contribution of each metabolic step is
indicated by the thickness of the arrows.

allele present in poor CYP2D6 metabolizers, had
a shortened duration of relapse-free survival and
disease-free survival [24]. These findings support the
recommendation for using pharmacogenetic screening
to exclude poor CYP2D6 metabolizers as candidates
for tamoxifen therapy, and for avoiding co-adminis-
tration of CYP2D6 inhibitors to patients receiving
tamoxifen. In addition, they have provided the ratio-
nale for current efforts to develop endoxifen as
a replacement for tamoxifen that would not be subject
to pharmacogenetic variation or drug interactions
affecting CYP2D6 activity [25].

PHARMACOKINETICS

Pharmacokinetics is defined as the quantitative
analysis of the processes of drug absorption, distri-
bution, and elimination that determine the time course
of drug action. Pharmacodynamics deals with the
mechanism of drug action. Hence, pharmacokinetics
and pharmacodynamics constitute two major subdi-
visions of pharmacology.

Since as many as 70% to 80% of adverse drug
reactions are dose related [9], our success in pre-
venting these reactions is contingent on our grasp of
the principles of pharmacokinetics that provide the
scientific basis for dose selection. This becomes

critically important when we prescribe drugs that
have a narrow therapeutic index. Pharmacokinetics is
inescapably mathematical. Although 95% of phar-
macokinetic calculations required for clinical appli-
cation are simple algebra, some understanding of
calculus is required to fully grasp the principles of
pharmacokinetics.

The Concept of Clearance

Because pharmacokinetics comprises the first few
chapters of this book and figures prominently in
subsequent chapters, we will pause here to introduce
the clinically most important concept in pharmaco-
kinetics: the concept of clearance. In 1929, Moller et al.
[26] observed that, above a urine flow rate of 2mL/
min, the rate of urea excretion by the kidneys is
proportional to the amount of urea in a constant
volume of blood. They introduced the term “clear-
ance” to describe this constant and defined urea
clearance as the volume of blood which 1 minute’s
excretion serves to clear of urea. Since then, creatinine
clearance (CLcR) has become most commonly used in
clinical practice when renal functional status is
directly measured, and is calculated from the
following equation:

CLcg = UV/P
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where U is the concentration of creatinine excreted
over a certain period of time in a measured volume of
urine (V) and P is the serum concentration of creati-
nine. This is really a first-order differential equation
since UV is simply the rate at which creatinine is being
excreted in urine (dE/dt). Hence,

dE/dt = CLcg + P

If instead of looking at the rate of creatinine excre-
tion in urine we consider the rate of change of creati-
nine in the body (dX/dt), we can write the following
equation:

dX/dt = I—CLcg * P (1.1)

Here, I is the rate of synthesis of creatinine in the
body and CLcg - P is the rate of creatinine elimination.
At steady state, these rates are equal and there is
no change in the total body content of creatinine
(dX/dt =0), so:

P =1/CLcr (1.2)

This equation explains why it is hazardous to esti-
mate the status of renal function solely from serum
creatinine results in patients who have a reduced
muscle mass and a decline in creatinine synthesis rate.
For example, creatinine synthesis rate may be
substantially reduced in elderly patients, so it is not
unusual for serum creatinine concentrations in these
patients to remain within normal limits, even though
renal function is markedly impaired.

Clinical Estimation of Renal Function

In routine clinical practice, it is not practical to
collect the urine samples that are needed to measure
creatinine clearance directly. However, creatinine
clearance in adult patients can be estimated either
from a standard nomogram or from equations such as
that proposed by Cockcroft and Gault [27]. For men,
creatinine clearance can be estimated as follows:

(140 — age) (weight in kg)
72 (serum creatinine in mg/dL)

CLcr (mL/min) = (1.3)

For women, this estimate should be reduced by
15%. By comparing Equation 1.2 with Equation 1.3, we
see that the term [(140 — age)(weight in kg)]/72 simply
provides an estimate of the creatinine formation rate in
an individual patient.

Since the Cockcroft-Gault equation was introduced
there has been substantial improvement in reducing
the variability and analytical bias in automated

methods for measuring creatinine concentrations, and
these measurements are now calibrated to values
obtained by isotope dilution mass spectrometry [28].
In addition, the Cockcroft-Gault equation over-
estimates true glomerular filtration rate (GFR) as
measured by inulin clearance because creatinine is
secreted by the renal tubule in addition to being
filtered at the glomerulus [29]. For these reasons, data
from the Modification of Diet in Renal Disease
(MDRD) Study have been used by Levey and
colleagues [30] to develop a series of equations that
more accurately estimate GFR from standardized
serum creatinine measurements and other patient
characteristics. The most recent of these equations
extends the prediction range from patients with
chronic kidney disease and GFR less than 60 ml/min/
1.73m? to individuals with higher GFR [31]. This
group of investigators [32] has used measured renal
clearance of iothalamate to compare drug dosing
recommendations based on the Cockroft-Gault equa-
tion with those obtained using the following four-
variable version of the MDRD Study equation:

GFR = 175 x Scr~ 1154 x age~0-203

x 1.212 (if African American) x 0.742 (if female)

Standardized serum creatinine (SCr) measurements
were used in both equations without correcting the
Cockcroft-Gault equation for this change in analytical
precision. Nonetheless, the concordance rates of
dosing recommendations for a panel of 15 medications
was 88% for the MDRD Study equation and 85% for
the Cockcroft-Gault equation when compared with
measured GFR. Consequently, the authors recom-
mended basing drug dosing adjustments in patients
with impaired renal function on more recent GFR
estimating equations rather than on the Cockcroft-
Gault equation.

Patients with low creatinine production due to
cirrhosis, cachexia, or age-related skeletal muscle
atrophy have not been adequately evaluated, and
renal function in these individuals is likely to be
overestimated by any estimating equation that is
based on serum creatinine measurements. In addition,
these estimates are likely to be misleading in patients
with anasarca or rapidly changing renal function. In
these situations, accurate estimates of creatinine
clearance can only be obtained by actually measuring
urine creatinine excretion rate in a carefully timed
urine specimen or by measuring GFR with another
endogenous or administered marker.

Neither the Cockcroft-Gault equation nor the above
described GFR estimating equations can be used to
estimate creatinine clearance in pediatric patients,
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because muscle mass has not reached the adult
proportion of body weight. Therefore, Schwartz and
colleagues [33, 34] developed the following equation
to predict creatinine clearance in these patients:

CLcg (mL/min/1.73 m?)
_ k+L (incm)
~ plasma creatinine in mg/dL

where L is body length and k varies by age and sex. For
children 1-13 years of age the value of k had been 0.55,
but Schwartz et al. [35] revised this to 0.413, to reflect
the introduction of SCr measurements. The original
Schwartz formula also recommended discrete values
of k for neonates and children under 1 year of age
(0.45), and for females (0.57) and males (0.70) between
the ages of 13 and 20. More recently, Pottel et al. [36]
have proposed the following modification of the
Schwartz formula in which k for children between 1
and 14 years of age is expressed as the following age-
dependent continuous variable:

k = 0.0414 x In (age) + 0.3018

From the standpoint of clinical practice, the utility
of using the Cockcroft-Gault equation or more recent
methods to estimate GFR stems from the fact that these
estimates can alert healthcare workers to the presence
of impaired renal function in patients whose creatinine
formation rate is reduced. It is in providing appro-
priate estimates of reduced drug dosage in these
patients that pharmacokinetics has perhaps had its
greatest impact on patient care.

Dose-Related Toxicity Often Occurs When
Impaired Renal Function is Unrecognized

Failure to appreciate that a patient has impaired
renal function is a frequent cause of dose-related
adverse drug reactions with digoxin and other drugs
that normally rely primarily on the kidneys for elimi-
nation. As shown in Table 1.1, an audit of patients with
high plasma concentrations of digoxin (>3.0ng/mL)

TABLE 1.1 Status of Renal Function in 44 Patients
with Digoxin Toxicity

CLcr (mL/min)

Serum Creatinine (mg/dL) 250 <50 %
<17 4 19 52%
>1.7 0 21 48%

Data from Piergies AA, Worwag EM, Atkinson AJ Jr. Clin
Pharmacol Ther 1994;55:353-8 [37].

demonstrated that 19 (or 43%) of 44 patients with
digoxin toxicity had serum creatinine concentrations
within the range of normal values, yet had estimated
creatinine clearances less than 50 mL/min [37]. Hence,
assessment of renal function is essential if digoxin and
many other drugs are to be used safely and effectively,
and is an important prerequisite for the application of
clinical pharmacologic principles to patient care.

Decreases in renal function are particularly likely to
be unrecognized in older patients whose creatinine
clearance declines as a consequence of aging rather
than overt kidney disease. It is for this reason that the
Joint Commission on Accreditation of Healthcare
Organizations has placed the estimation or measure-
ment of creatinine clearance in patients of 65 years of
age or older at the top of its list of indicators for
monitoring the quality of medication use [38]. Unfor-
tunately healthcare workers have considerable diffi-
culty in using standard equations to estimate
creatinine clearance in their patients, and thus this had
been done only sporadically until computerized
laboratory reporting systems were programmed to
report MDRD estimates of GFR - a task that is rela-
tively easy to accomplish because calculations can be
performed without access to patient weight. This
undoubtedly is an important advance in that it should
increase prescriber awareness of a patient’s renal
functional status.

Although the developers of the MDRD equation
advocate its further use in calculating drug dosage [39],
this remains controversial and these equations appear
to be in a state of continued evolution [40, 41]. Another
drawback is that MDRD results are expressed in units
of mL/min/1.73 m? and require further mathematical
manipulation before being used to guide drug dosing
in an individual patient. In addition, there is
a substantial existing body of published dosing guide-
lines that are based on the Cockcroft-Gault equation.
There are also concerns that use of MDRD estimates of
renal function could result in excessive drug doses for
patients with Stage IIl renal impairment and subther-
apeutic doses for Stage IV and V patients [40], and that
the MDRD equation does not predict renal function in
elderly patients as well as the Cockcroft-Gault equation
[41]. The inclusion of self-identified race in the MDRD
equation introduces further complexity that is trouble-
some in that it excludes some important populations
and does not rest on a solid genetic or physiologic basis,
whereas the omission of weight in the equation may
contribute to its inaccuracy in elderly or other patients
whose muscle mass is reduced. In the final analysis it
may not matter which equation is used as the basis for
adjusting oral doses of many drugs, as the accuracy of
either equation in estimating renal function generally
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exceeds the level of adjustment permitted by available
oral formulations, or even the accuracy with which
tablets can be split.
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Clinical Pharmacokinetics

Arthur J. Atkinson, Jr.
Department of Molecular Pharmacology & Biochemistry, Feinberg School of Medicine, Northwestern University Chicago, IL 60611

Pharmacokinetics is an important tool that is used
in the conduct of both basic and applied research, and
is an essential component of the drug development
process. In addition, pharmacokinetics is a valuable
adjunct for prescribing and evaluating drug therapy.
For most clinical applications, pharmacokinetic
analyses can be simplified by representing drug
distribution within the body by a single compartment in
which drug concentrations are uniform [1]. Clinical
application of pharmacokinetics usually entails rela-
tively simple calculations, carried out in the context of
what has been termed the target concentration strategy.
We shall begin by discussing this strategy.

THE TARGET CONCENTRATION STRATEGY

The rationale for measuring concentrations of drugs
in plasma, serum, or blood is that concentration—
response relationships are often less variable than are
dose—response relationships [2]. This is true because
individual variation in the processes of drug absorp-
tion, distribution, and elimination affects dose—
response relationships, but not the relationship
between free (non-protein-bound) drug concentration
in plasma water and intensity of effect (Figure 2.1). The
rationale for therapeutic drug monitoring was first
elucidated over 80 years ago when Otto Wuth rec-
ommended monitoring bromide levels in patients
treated with this drug [3]. However, its more wide-
spread clinical application has been possible only
because major advances have been made over the past
40 years in developing analytical methods capable of
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routinely measuring drug concentrations in patient
serum, plasma, or blood samples, and because of
increased understanding of basic pharmacokinetic
principles [4].

Because most adverse drug reactions are dose
related, therapeutic drug monitoring has been advo-
cated as a means of improving therapeutic efficacy
and reducing drug toxicity [5]. Drug concentration
monitoring is most useful when combined with
pharmacokinetic/pharmacogenetic-based dose selec-
tion in an integrated management plan as outlined in
Figure 2.2. This approach to drug dosing is termed
the target concentration strategy. Pharmacokinetics has
been most useful in estimating initial drug doses,
particularly for loading doses and for maintenance
doses of drugs that are primarily eliminated by renal
excretion, and in making subsequent dose adjust-
ments based on plasma concentration measurements.
Recent advances in pharmacogenetics are finding
increasing clinical utility in guiding drug selection
and in providing initial dose estimates for drugs
that are primarily eliminated by certain metabolic
pathways.

Monitoring Serum Concentrations of Digoxin
as an Example

Given the advanced state of modern chemical and
immunochemical analytical methods, the greatest
current challenge is the establishment of the range of
drug concentrations in blood, plasma, or serum that
correlate reliably with therapeutic efficacy or toxicity.
This challenge is exemplified by the results shown in
Figure 2.3, which are taken from the attempt by Smith

Copyright © 2012 Elsevier Inc. All rights reserved.
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FIGURE 2.1 Diagram of factors that account for variability in
observed effects when standard drug doses are prescribed. Some of
this variability can be compensated for by using plasma concentra-
tion measurements to guide dose adjustments.
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FIGURE 2.2 Target concentration strategy in which pharmaco-
genetics, pharmacokinetics, and drug concentration measurements
are integral parts of a therapeutic approach that extends from initial
drug selection and dose estimation to subsequent patient monitoring
and dose adjustment.

and Haber [6] to correlate serum digoxin levels with
clinical manifestations of toxicity. A maintenance dose
of 0.25 mg/day is usually prescribed for patients with
apparently normal renal function, and this corresponds
to a steady-state pre-dose digoxin level of 1.4 ng/mL
when measured by the immunoassays that were
initially marketed. It can be seen that no patient with

40
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FIGURE 2.3 Superimposed frequency histograms in which
serum digoxin concentrations are shown for 131 patients without
digoxin toxicity and 48 patients with electrocardiographic evidence
of digoxin toxicity. Reproduced with permission from Smith TW,
Haber E. ] Clin Invest 1970;49:2377-86 [6].

digoxin levels below 1.6 ng/mL was toxic, and that all
patients with digoxin levels above 3.0ng/mL had
evidence of digoxin intoxication. However, there is
a large intermediate range between 1.6 and 3.0 ng/mL
in which patients could be either non-toxic or toxic.

Additional clinical information is often necessary to
interpret drug concentration measurements that are
otherwise equivocal. Thus, Smith and Haber found
that all toxic patients with serum digoxin levels less
than 2.0 ng/mL had coexisting coronary heart disease —
a condition known to predispose the myocardium to
the toxic effects of this drug. Conversely, 4 of the 10
non-toxic patients with levels above 2.0 ng/mL were
being treated with antiarrhythmic drugs that might
have suppressed electrocardiographic evidence of
digoxin toxicity. Accordingly, laboratory reports of
digoxin concentration have traditionally been accom-
panied by the following guidelines:

Usual therapeutic range: 0.8-1.6 ng/mL
Possibly toxic levels: 1.6-3.0 ng/mL
Probably toxic levels: > 3.0ng/mL.

Despite the ambiguity in interpreting digoxin level
results, it was demonstrated in a controlled study that
routine  availability of digoxin concentration
measurements markedly reduced the incidence of
toxic reactions to this drug [7].

The traditional digoxin serum level recommenda-
tions were based largely on studies in which digoxin
toxicity or intermediate inotropic endpoints were
measured, and the challenge of establishing an
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appropriate range for optimally effective digoxin
serum concentrations is a continuing one [8]. Although
control of ventricular rate serves as a useful guide for
digoxin dosing in patients with atrial fibrillation, dose
recommendations still are evolving for treating
congestive heart failure patients who remain in normal
sinus rthythm. Recent studies have focused on the long-
term clinical outcome of patients with chronic heart
failure. The Digitalis Investigation Group trial, in
which nearly 1000 patients were enrolled, concluded
that, compared to placebo, digoxin therapy decreases
the need for hospitalization and reduces the incidence
of death from congestive heart failure, but not overall
mortality [9]. Post hoc analysis of these data indicated
that all-cause mortality was only lessened in men
whose serum digoxin concentrations ranged from 0.5—-
0.9ng/mL [10]. Higher levels were associated with
progressively greater mortality and did not confer
other clinical benefit. Retrospective analysis of the data
from this study suggested that digoxin therapy is
associated with increased all-cause mortality in women
[11], but inadequate serum concentration data were
obtained to identify a dose range that might be bene-
ficial [10]. These findings are consistent with the view
that the therapeutic benefits of digoxin relate more to its
sympathoinhibitory effects, which are obtained when
digoxin serum concentrations reach 0.7 ng/mL, than to
its inotropic action, which continues to increase with
higher serum levels [8]. As a result of these observa-
tions, the proposal has been made that optimally ther-
apeutic digoxin concentrations should lie within the
range of 0.5-0.8 ng/mL. Based on the pharmacokinetic
properties of digoxin, one would expect levels in this
range to be obtained with a daily dose of 0.125 mg.
However, a troubling unresolved paradox in the data
from the Digoxin Investigation Group trial is that most
patients with serum digoxin levels in this range were
presumed to be taking a 0.25-mg daily digoxin dose —
a dose that in patients with normal renal function
generally provides a steady state plasma level of
1.4ng/mL. In addition, given that digoxin is currently
prescribed for less than 30% of these patients and may
now be underutilized, it has recently been recom-
mended thatitsrole in treating patients with congestive
heart failure be completely re-examined, given their
high mortality and rehospitalization rates, and the lack
of efficacy shown by newer inotropic agents [12].

General Indications for Drug Concentration
Monitoring

Unfortunately, controlled studies documenting the
clinical benefit of drug concentration monitoring are

limited. In addition, one could not justify concen-
tration monitoring for all prescribed drugs even if
this technical challenge could be met. Thus, drug
concentration monitoring is most helpful for drugs
that have a low therapeutic index and that have no
clinically observable effects that can be easily moni-
tored to guide dose adjustment. Generally accepted
indications for measuring drug concentrations are as
follows.

1. To evaluate concentration-related toxicity:

e Unexpectedly slow drug elimination
e Accidental or purposeful overdose

e Surreptitious drug taking

e Dispensing errors

2. To evaluate lack of therapeutic efficacy:

e Patient non-compliance with prescribed therapy
e Poor drug absorption
e Unexpectedly rapid drug elimination.

3. To ensure that the dose regimen is likely to provide
effective prophylaxis

4. To use pharmacokinetic principles to guide dose
adjustment.

Despite these technical advances, adverse reac-
tions still occur frequently with digoxin, phenytoin,
and many other drugs for which drug concentration
measurements are routinely available. The persis-
tence in contemporary practice of dose-related
toxicity with these drugs most likely reflects
inadequate understanding of basic pharmacokinetic
principles. This is illustrated by the following case
history [4]:

In October, 1981, a 39-year-old man with mitral
stenosis was hospitalized for mitral valve replacement.
He had a history of chronic renal failure resulting from
interstitial nephritis, and was maintained on hemodi-
alysis. His mitral valve was replaced with a prosthesis
and digoxin therapy was initiated postoperatively in
a dose of 0.25 mg/day. Two weeks later, he was noted
to be unusually restless in the evening. The following
day, he died shortly after receiving his morning
digoxin dose. Blood was obtained during an unsuc-
cessful resuscitation attempt, and the measured
plasma digoxin concentration was 6.9 ng/mL.

Later in this chapter we will demonstrate that the
ostensibly surprising delayed onset of this fatal
adverse event was pharmacokinetically consistent
with this initial therapeutic decision.
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CONCEPTS UNDERLYING CLINICAL
PHARMACOKINETICS

Pharmacokinetics provides a scientific basis for
dose selection, and the process of dose regimen design
can be used to illustrate with a single-compartment
model the basic concepts of apparent distribution volume
(Vg), elimination half-life (t12), and elimination clearance
(CLE). A schematic diagram of this model is shown in
Figure 2.4 along with the two primary pharmacoki-
netic parameters of distribution volume and elimina-
tion clearance that characterize it.

j Dose

CLe j

FIGURE 2.4 Diagram of a single-compartment model in which
the primary kinetic parameters are the apparent distribution volume
of the compartment (V;) and the elimination clearance (CLg).

Initiation of Drug Therapy (Concept
of Apparent Distribution Volume)

Sometimes drug treatment is begun with a loading
dose to produce a rapid therapeutic response. Thus, a
patient with atrial fibrillation might be given
a 0.75-mg intravenous loading dose of digoxin as
initial therapy to control ventricular rate. The expec-
ted plasma concentrations of digoxin are shown in
Figure 2.5. Inspection of this figure indicates that the
log plasma-concentration vs time curve eventually
becomes a straight line. This part of the curve is
termed the elimination phase. By extrapolating this
elimination-phase line back to time zero, we can
estimate the plasma concentration (Cp) that would
have occurred if the loading dose were instanta-
neously distributed throughout the body. Measured
plasma digoxin concentrations lie above the back-
extrapolated line for several hours because distribu-
tion equilibrium actually is reached only slowly after
a digoxin dose is administered. This part of the
plasma-level vs time curve is termed the distribution
phase. This phase reflects the underlying multi-
compartmental nature of digoxin distribution from the
intravascular space to peripheral tissues.

As shown in Figure 2.5, the back-extrapolated esti-
mate of Cyp can be used to calculate the apparent
volume (Vi(xtrap)) of a hypothetical single compart-
ment into which digoxin distribution occurs:

10.0 =
8.0 — 0.75 mg Digoxin IV
P _ 075mg _ 0.75ug _
- 6.0 Vo= TangimC -~ Tangll - o36L
> 4.0
£
5
'*E 2.0
g ______ Tissue Digoxin
s 10p - TTTTTTTT————=="zZ-----
o 08 Plasma Digoxin
% 0.6
g 04 ELIMINATION PHASE
1
I
0.2l||||||||| I T A AN N NN NN NN B
0 2 4 6 8 10 12 14 16 18 20 22 24

Hours

FIGURE 2.5 Simulation of plasma (solid line) and tissue (heavy dashed line) digoxin
concentrations after intravenous administration of a 0.75-mg loading dose to a 70-kg patient
with normal renal function. Cy is estimated by back extrapolation (dotted line) of elimination
phase plasma concentrations. V,, is calculated by dividing the administered drug dose by this
estimate of Cy, as shown. Tissue concentrations are referenced to the apparent distribution
volume of a peripheral compartment that represents tissue distribution. Reproduced with
permission from Atkinson AJ Jr, Kushner W. Annu Rev Pharmacol Toxicol 1979;19:105-27 [1].
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Vi(extrap) = Loading dose/Co (2.1)

In this case, the apparent distribution volume of
536L is much larger than anatomically possible.
This apparent anomaly occurs because digoxin has
a much higher binding affinity for tissues than for
plasma, and the apparent distribution volume is the
volume of plasma that would be required to provide
the observed dilution of the loading dose. Despite
this apparent anomaly, the concept of distribution
volume is clinically useful because it defines the
relationship between plasma concentration and the
total amount of drug in the body. Further
complexity arises from the fact that Vi(extrap) is only
one of three different distribution volume estimates
that we will encounter. Because the distribution
process is neglected in calculating this volume, it
represents an overestimate of the sum of the
volumes of the individual compartments involved
in drug distribution.

The time course of the myocardial effects of
digoxin parallels its concentration profile in periph-
eral tissues (Figure 2.5), so there is a delay between
the attainment of peak plasma digoxin concentra-
tions and the observation of maximum inotropic and
chronotropic effects. The range of therapeutic and
toxic digoxin concentrations has been estimated
from observations made during the elimination
phase, so blood should not be sampled for digoxin
assay until distribution equilibrium is nearly
complete. In clinical practice, this means waiting for
at least 6 hours after a digoxin dose has been
administered. In an audit of patients with measured
digoxin levels of 3.0 ng/mL or more, it was found
that nearly one-third of these levels were not asso-
ciated with toxicity but reflected procedural error, in
that blood was sampled less than 6 hours after
digoxin administration [13].

For other drugs, such as thiopental [14] or lido-
caine [15], the locus of pharmacologic action (termed
the biophase in classical pharmacology) is in rapid
kinetic equilibrium with the intravascular space. The
distribution phase of these drugs represents their
somewhat slower distribution from intravascular
space to pharmacologically inert tissues, such as
skeletal muscle, and serves to shorten the duration of
their pharmacologic effects when single doses are
administered. Plasma levels of these drugs reflect
therapeutic and toxic effects throughout the dosing
interval, and blood can be obtained for drug assay
without waiting for the elimination phase to be
reached.

Continuation of Drug Therapy (Concepts
of Elimination Half-Life and Clearance)

After starting therapy with a loading dose, main-
tenance of a sustained therapeutic effect often neces-
sitates administering additional drug doses to replace
the amount of drug that has been excreted or metab-
olized. Fortunately, the elimination of most drugs is
a first-order process in that the rate of drug elimination
is directly proportional to the drug concentration in
plasma.

Elimination Half-Life

It is convenient to characterize the elimination of
drugs with first-order elimination rates by their elimi-
nation half-life, the time required for half an adminis-
tered drug dose to be eliminated. If drug elimination
half-life can be estimated for a patient, it is often
practical to continue therapy by administering half the
loading dose at an interval of 1 elimination half-life. In
this way, drug elimination can be balanced by drug
administration and a steady state maintained from the
onset of therapy. Because digoxin has an elimination
half-life of 1.6 days in patients with normal renal
function, it is inconvenient to administer digoxin at
this interval. When renal function is normal, it is
customary to initiate maintenance therapy by admin-
istering daily digoxin doses equal to one-third of the
required loading dose.

Another consequence of first-order elimination
kinetics is that a constant fraction of total body drug
stores will be eliminated in a given time interval. Thus,
if there is no urgency in establishing a therapeutic
effect, the loading dose of digoxin can be omitted and
90% of the eventual steady-state drug concentration
will be reached after administering daily doses for
a period of time equal to 3.3 elimination half-lives. This
is referred to as the Plateau Principle. The classical
derivation of this principle is provided later in this
chapter, but for now brute force will suffice to illustrate
this important concept. Suppose that we elect to omit
the 0.75 mg digoxin loading dose shown in Figure 2.5
and simply begin therapy with a 0.25-mg/day main-
tenance dose. If the patient has normal renal function,
we can anticipate that one-third of the total amount of
digoxin present in the body will be eliminated each
day and that two-thirds will remain when the next
daily dose is administered. As shown in Scheme 2.1,
the patient will have digoxin body stores of 0.66 mg
just after the fifth daily dose (3.3 x 1.6-day half-
life = 5.3 days), and this is 88% of the total body stores
that would have been provided by a 0.75-mg loading
dose.
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42 x2/3=.28
+.25 Dose #3
.53 x2/3=.36
+.25 Dose #4
61x2/3=.41
+.25 Dose #5
66 x 2/3 = .44
+.25 Dose #6
.69 x 2/3 = .46
+.25 Dose #7
71
SCHEME 2.1

The solid line in Figure 2.6 shows ideal matching of
digoxin loading and maintenance doses. When the
digoxin loading dose (called the digitalizing dose in
clinical practice) is omitted, or when the loading dose
and maintenance dose are not matched appropriately,
steady-state levels are reached only asymptotically.
However, the most important concept that this figure
demonstrates is that the eventual steady state level is
determined only by the maintenance dose, regardless of the
size of the loading dose. Selection of an inappropri-
ately high digitalizing dose only subjects patients to an
interval of added risk without achieving a permanent
increase in the extent of digitalization. Conversely,
when a high digitalizing dose is required to help
control ventricular rate in patients with atrial fibrilla-
tion or flutter, a higher than usual maintenance dose
also will be required.

~
~

Optimal S <
Digitalizing Dose S~a

-~ -

-
-
-

[Digoxin]

Digitalization Days

FIGURE 2.6 Expected digoxin plasma concentrations after
administering perfectly matched loading and maintenance doses
(solid line), no initial loading dose (bottom dashed line), or a loading
dose that is large in relation to the subsequent maintenance dose
(upper dashed line).

Elimination Clearance

Just as creatinine clearance is used to quantitate the
renal excretion of creatinine, the removal of drugs
eliminated by first-order kinetics can be defined by an
elimination clearance (CLg). In fact, elimination clear-
ance is the primary pharmacokinetic parameter that
characterizes the removal of drugs that are eliminated
by first-order kinetics. When drug administration is
by intravenous infusion, the eventual steady-state
concentration of drug in the body (Cs;s) can be calcu-
lated from the following equation, where the drug
infusion rate is given by I:

Css = 1/CLg (2.2)

When intermittent oral or parenteral doses are
administered at a dosing interval, 7, the corresponding
equation is:

—~  Dose/t
Ss —
CLg

(2.3)

where Cg is the mean concentration during the dosing
interval. Under conditions of intermittent adminis-
tration, there is a continuing periodicity in maximum
(“peak”) and minimum (“trough”) drug levels so that
only a quasi-steady state is reached. However, unless
particular attention is directed to these peak and
trough levels, no distinction generally is made in
clinical pharmacokinetics between the true steady
state that is reached when an intravenous infusion is
administered continuously and the quasi-steady state
that results from intermittent administration.

Because there is a directly proportionate relation-
ship between administered drug dose and steady-state
plasma level, Equations 2.2 and 2.3 provide
a straightforward guide to dose adjustment for drugs
that are eliminated by first-order kinetics. Thus, to
double the plasma level, the dose simply should be
doubled. Conversely, to halve the plasma level, the
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dose should be halved. It is for this reason that
Equations 2.2 and 2.3 are the most clinically important
pharmacokinetic equations. Note that, as is apparent
from Figure 2.6, these equations also stipulate that the
steady-state level is determined only by the mainte-
nance dose and elimination clearance. The loading
dose does not appear in the equations and does not
influence the eventual steady-state level.

In contrast to elimination clearance, elimination
half-life (t;/2) is not a primary pharmacokinetic
parameter because it is determined by distribution
volume as well as by elimination clearance:

0.693 Viarea)

The value of V;; in this equation is not Vi(extrap), but
represents a second estimate of distribution volume,
referred to as Vareq) Or Vy(g), that generally is estimated
from measured elimination half-life and clearance. The
similarity of these two estimates of distribution volume
reflects the extent to which drug distribution is accu-
rately described by a single compartment model, and
obviously varies from drug to drug [16].

Figure 2.7 illustrates how differences in distribution
volume affect elimination half-life and peak and
trough plasma concentrations when the same drug
dose is given to two patients with the same elimination
clearance. If these two hypothetical patients were

10 “\

[C] (ug/mL)

Hours

FIGURE 2.7 Plasma concentrations after repeated administra-
tion of the same drug dose to two hypothetical patients whose
elimination clearance is the same but whose distribution volumes
differ. The patients have the same Css, but the larger distribution
volume results in lower peak and higher trough plasma levels (solid
line) than when the distribution volume is smaller (dashed line).

given the same nightly dose of a sedative-hypnotic
drug for insomnia, C,ss would be the same for both.
However, the patient with the larger distribution
volume might not obtain sufficiently high plasma
levels to fall asleep in the evening, and might have
a plasma level that was high enough to cause drows-
iness in the morning.

Drugs Not Eliminated by First-Order Kinetics

Unfortunately, the elimination of some drugs does
not follow first-order kinetics. For example, the
primary pathway of phenytoin elimination entails
initial metabolism to form 5-(parahydroxyphenyl)-5-
phenylhydantoin (p-HPPH), followed by glucuronide
conjugation (Figure 2.8). The metabolism of this drug
is not first order but follows Michaelis-Menten kinetics,
because the microsomal enzyme system that forms
p-HPPH is partially saturated at phenytoin concen-
trations of 10-20 pg/mL that are therapeutically
effective. The result is that phenytoin plasma concen-
trations rise hyperbolically as dosage is increased
(Figure 2.9).

For drugs eliminated by first-order kinetics, the
relationship between dosing rate and steady-state
plasma concentration is given by rearranging Equa-
tion 2.3 as follows:

Dose/t = CLg * Css (2.5)

The corresponding equation for phenytoin is:

v _
Dose/t = — % . Cy (2.6)
Km + CSS

where Vi, is the maximum rate of drug metabolism
and K,, is the apparent Michaelis-Menten constant for
the enzymatic metabolism of phenytoin.

Although phenytoin plasma concentrations show
substantial interindividual variation when standard
doses are administered, they average 10 ng/mL when
adults are treated with a 300-mg total daily dose, but
rise to an average of 20 pg/mL when the dose is
increased to 400 mg [17]. This non-proportional rela-
tionship between phenytoin dose and plasma
concentration complicates patient management and
undoubtedly contributes to the many adverse reac-
tions that are seen in patients treated with this drug.
Although several pharmacokinetic approaches have
been developed for estimating dose adjustments, it is
safest to change phenytoin doses in small increments
and to rely on careful monitoring of clinical response
and phenytoin plasma levels. The pharmacokinetics of
phenytoin were studied in both patients shown in
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FIGURE 2.8 Metabolism of phenytoin to form p-HPPH and p-HPPH glucuronide. The first step in
this enzymatic reaction sequence is rate limiting and follows Michaelis-Menten kinetics, showing
progressive saturation as plasma concentrations rise within the range that is required for anticonvulsant

therapy to be effective.
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FIGURE 2.9 The lines show the relationship between dose and
steady-state plasma phenytoin concentrations predicted for two
patients who became toxic after initial treatment with 300 mg/day.
Measured steady-state plasma concentrations are shown by the solid
circles and triangles. The shaded area shows the usual range of
therapeutically effective phenytoin plasma concentrations. Repro-
duced with permission from Atkinson AJ Jr. Med Clin North Am
1974;58:1037—49 [18].

Figure 2.9 after they became toxic when treated with
the 300-mg/day dose that is routinely prescribed as
initial therapy for adults [18]. The figure demonstrates
that the entire therapeutic range is traversed in these
patients by a dose increment of less than 100 mg/day:.
This presents an obvious therapeutic challenge,
because the phenytoin oral formulation that is most
commonly prescribed for adults is a 100-mg capsule.

Even though many drugs in common clinical use
are eliminated by drug-metabolizing enzymes, rela-
tively few of them have Michaelis-Menten elimination
kinetics (e.g., aspirin and ethyl alcohol). The reason for
this is that Kj,, for most drugs is much greater than Ces.

Hence, for most drugs C,s can be ignored in the denom-
inator of Equation 2.6, and this equation reduces to:

%4 _
Dose/t = Kmax « Css
m

where the ratio Vpax/Ky, is equivalent to CLg in
Equation 2.5. Thus, even for most metabolized drugs,
a change in dose will change steady-state plasma
concentrations proportionately — a property that is
termed dose proportionality.

MATHEMATICAL BASIS OF CLINICAL
PHARMACOKINETICS

In the following sections we will review the math-
ematical basis of some of the important relationships
that are used when pharmacokinetic principles are
applied to the care of patients. The reader also is
referred to other literature sources that may be helpful
[1, 16, 19].

First-Order Elimination Kinetics

For most drugs, the amount of drug eliminated
from the body during any time interval is proportional
to the total amount of drug present in the body. In
pharmacokinetic terms, this is called first-order elimi-
nation and is described by the equation:

dX/dt = —k X 2.7)

where X is the total amount of drug present in the
body at any time (t) and k is the elimination rate
constant for the drug. This equation can be solved by
separating variables and direct integration to calculate
the amount of drug remaining in the body at any time
after an initial dose as follows.

Separating variables:

AX/X = —kdt
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Integrating from zero time to time = ¢

X t
dX/X = —k dt
Xo 0
t
InXx|X = —kt’
Xo 0
X
1nf0 = —kt (2.8)
X = Xge ™ (2.9)

Although these equations deal with total amounts
of drug in the body, the equation C = X/V, provides
a general relationship between X and drug concen-
tration (C) at any time after the drug dose is admin-
istered. Therefore, C can be substituted for X in
Equations 2.7 and 2.8 as follows:

C
In = K (2.10)

C=Coe™ (2.11)

Equation 2.10 is particularly useful because it can be
rearranged in the form of the equation for a straight
line (y = mx + b) to give:

InC = —kt+1InCy (2.12)

Now when data are obtained after administration of
a single drug-dose and C is plotted on base 10 semi-
logarithmic graph paper, a straight line is obtained

100
|l
Col~= 0.434 x Slope = k
C 10 e
0.1 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |

FIGURE 2.10 Plot of drug concentrations vs time on semi-
logarithmic coordinates. Back extrapolation (dashed line) of the
elimination phase slope (solid line) provides an estimate of Cy. The
elimination half-life (t;,2) can be estimated from the time required
for concentrations to fall from some point on the elimination-phase
line (Cy) to C; =1/2 C;, as shown by the dotted lines. In the case of
digoxin, C would be in units of ng/mL and t in hours.

with 0.434 times the slope equal to k (log x/In x = 0.434)
and an intercept on the ordinate of Cy. In practice Cy is
never measured directly because some time is needed
for the injected drug to distribute throughout body
fluids. However, Cy can be estimated by back-extrap-
olating the straight line given by Equation 2.12
(Figure 2.5).

Concept of Elimination Half-Life

If the rate of drug distribution is rapid compared
with the rate of drug elimination, the terminal expo-
nential phase of a semilogarithmic plot of drug
concentrations vs time can be used to estimate the
elimination half-life of a drug, as shown in Figure 2.10.
Because Equation 2.10 can be used to estimate k from
any two concentrations that are separated by an
interval ¢, it can be seen from this equation that when
Co={1/2}Cy:

In 1/2 = —ki’l/z

In 2 = ktl/z
SO:
0.693 0.693
t1/2 = T, and k = tl/z (213)

For digoxin, ¢, is usually 1.6 days for patients with
normal renal function and k=0.43 day ' (0.693/
1.6 =0.43). As a practical point, it is easier to estimate
t1/2 from a graph such as Figure 2.10 and to then
calculate k from Equation 2.13 than it is to estimate k
directly from the slope of the elimination-phase line.

Relationship of k to Elimination Clearance

In Chapter 1, we pointed out that the creatinine
clearance equation:

uv
L = —
CLcr P

could be re-written in the form of the following first-
order differential equation:

dX/dt = — CLcg + P

If this equation is generalized by substituting CLg
for CLcp, it can be seen from Equation 2.7 that, since
P=X/Vy

_ CLg
k = v, (2.14)
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Equation 2.4 is derived by substituting Clg /V; for k
in Equation 2.13. Although V,; and Clg are the two
primary parameters of the single compartment model,
confusion arises because k is initially calculated from
experimental data. However, k is influenced by
changes in distribution volume as well as clearance,
and does not reflect just changes in drug elimination.

Cumulation Factor

In the steady-state condition, the rate of drug
administration is exactly balanced by the rate of drug
elimination. Gaddum [20] first demonstrated that the
maximum and minimum drug levels that are expected
at steady state (quasi-steady state) can be calculated
for drugs that are eliminated by first-order kinetics.
Assume that just maintenance doses of a drug are
administered without a loading dose (Figure 2.6,
lowest curve). Starting with Equation 2.9:

X = Xge ™

where X is the maintenance dose and X is the amount
of drug remaining in the body at time ¢. If 1 is the
dosing interval, let:

p = efkr
Therefore, just before the second dose, X1 (min) = Xop
Just after the second dose, Xomax) = Xo + Xo p = Xo

(I+p)

Similarly, after the third dose, X3max) = Xo+ Xo
p+Xo pPP=Xo(1+p+p*) and after the n™ dose,

Xpmax) =Xo L +p+ e +p" Y, or
(1-p")
Xn(max) = XOW

Since p< 1, as n — o, p" — 0. Therefore,

XOO(max) = XO/( 1 —P)

or, substituting for p:

Xo
Xoo (max) = m
The value of X is the maximum total body content
of the drug that is reached during a dosing interval at
steady state. The maximum concentration is deter-
mined by dividing this value by Vj;. The minimum
value is given by multiplying either of these maximum
values by e *".

Note that the respective maximum and minimum
drug concentrations after the first dose are:

Maximum: Cy
Minimum: Cy e *~.

The expected steady-state counterparts of these
initial concentration values can be estimated by
multiplying them by the cumulation factor (CF):

CF = !

The Plateau Principle

Although the time required to reach steady state
cannot be calculated explicitly, the time required to
reach any specified fraction (f) of the eventual steady
state can be estimated. In clinical practice, f=0.90 is
usually a reasonable approximation of the eventual
steady state. For dosing regimens in which drugs
are administered as a constant infusion, the phar-
macokinetic counterpart of the Equation 1.1 in
which both creatinine synthesis and elimination are
considered is:

dX/dt = 1—k X

Separation of variables and integration of this
equation yields:

leé (1-e7)

Because infinite time is required for X to reach its
steady state, Xss = I/k and

foso = Xoso/xe = (1— e ko)

By definition X 90/Xss=0.90, also k=1In2/ti,;
(Equation 2.13), so:

tooo = 3.3 t12 (2.16)

For dosing regimens in which drugs are admin-
istered at a constant dosing interval, Gaddum [20]
showed that the number of drug doses (1) required
to reach any fraction of the eventual steady-state
amount of drug in the body can be calculated as
follows:

f_ﬁ_xo(l - p).(1-p)
 Xe (1 -p Xo

=1-p" (217)
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Once again, taking f=0.90 as a reasonable approx-
imation of eventual steady state, substituting this
value into Equation 2.17, and solving for n:

090 = 1—e "k

understood by comparison with the use of logarithms
to perform arithmetic operations. This comparison is
diagrammed in the flow charts shown in Scheme 2.2.

e ™t _ 01 ARITHMETIC LOGARITHMIC
' DOMAIN DOMAIN
In 0.1 LOGARITHMS
= — NUMBERs | _ LOGARITHM _ OF
NUMBERS
0 2.3
kt MULTIPLICATION ADDITION
Again from Equation 2.13, k=1In2/ty ) so the
number of doses needed to reach 90% of steady state is:
PRODUCT ANTILOGARITHM SUM OF
t1/2 LOGARITHMS
n =33 —*= (2.18)
T
and the corresponding time is:
TIME DOMAIN OF
_ DOMAIN SUBSIDIARY EQUATION
nt =233 tl/Z (219) LAPLACE
) DIFFERENTIAL| TRANSFORMATION TRANSFORM
Not only are drug accumulations greater and EQUATION >
steady-state drug levels higher in patients with INITIAL =
a prolonged elimination half-life, but an important CONDITIONS
consequence of Equation 2.18 is that it also takes INTEGRATION ALGEBRA
these patients longer to reach steady state. For
example, the elimination half-life of digoxin in INVERSE LAPLACE
patients with normal renal function is 1.6 days, so SOLUTION | TRANSFORMATION | suBsIDIARY
that 90% of the expected steady state is reached in 5 EQUATION
days when daily doses of this drug are adminis-
tered. However, the elimination half-life of digoxin

is approximately 4.3 days in functionally anephric
patients, such as the one described in the previous
case history, and 14 days would be required to reach
90% of the expected steady state. This explains why
this patient’s adverse reaction occurred 2 weeks
after starting digoxin therapy.

Application of Laplace Transforms
to Pharmacokinetics

The Laplace transformation method of solving
differential equations falls into the area of operational
calculus that we will use in deriving several pharma-
cokinetic equations. Operational calculus was invented
by an English engineer, Sir Oliver Heaviside (1850-
1925), who had an intuitive grasp of mathematics [21].
Although Laplace provided the theoretical basis for the
method, some of Sir Oliver’s intuitive contributions
remain (e.g.,, the Heaviside Expansion Theorem
utilized in Chapter 3). The idea of operational mathe-
matics and Laplace transforms perhaps is best

SCHEME 2.2

Just as there are tables of logarithms, there are tables
to aid the mathematical process of obtaining Laplace
transforms (.¢) and inverse Laplace transforms (£ -,
Laplace transforms can also be calculated directly
from the integral:

ZFW)] =f(s) = /O ") et

We can illustrate the application of Laplace trans-
forms by using them to solve the simple differential
equation that we have used to describe the single
compartment model (Equation 2.7). Starting with this
equation

dX/dt = —kX

we can use a table of Laplace transform operations
(Appendix I) to take Laplace transforms of
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each side of this equation to create the subsidiary
equation:

For X on the right side of the equation:
ZEW) =f(5)
For dX/dt on the left side of the equation:
ZF (t) =sf(s)—F(0)

Since F(0) represents the initial condition, in this case
the amount of drug in the model compartment at time
zero, Xy, the subsidiary equation can be written:

sf(s) = Xo = —kf(s)

This can be rearranged to give: (s + k) f(s) = Xp
or
Xo
o) =55k
A table of inverse Laplace transforms indicates

gL
) s—a

Therefore, the solution to the differential equation is:
X = Xpge ™

and this is the same result that we obtained as
Equation 2.9.

In other words, the Laplace operation transforms
the differential equation from the time domain to
another functional domain represented by the
subsidiary equation. After algebraic simplification of
this subsidiary equation, the inverse transformation is
used to return the solved equation to the time domain.
We have selected a simple example to illustrate the use
of Laplace transform methods. A more advanced
application is given in the next chapter, in which
equations are derived for a two-compartment model.
It will be shown subsequently that Laplace transform
methods also are helpful in pharmacokinetics when
convolution/deconvolution methods are used to
characterize drug absorption processes.
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STUDY PROBLEMS

Select the one lettered answer or statement
completion that is BEST. It may be helpful to carry out
dimensional analysis by including units in your
calculations. Answers are provided in Appendix II.

1. A 35-year-old woman is being treated with genta-
micin for a urinary tract infection. The gentamicin
plasma level is 4 pg/mL shortly after initial intra-
venous administration of an 80-mg dose of this
drug. The distribution volume of gentamicin is:

A. 5L
B. 8L
C. 10L
D. 16L
E. 20L
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2. A 58-year-old man is hospitalized in a cardiac

intensive care following an acute myocardial
infarction. He has had recurrent episodes of
ventricular tachycardia that have not responded to
lidocaine and an intravenous infusion of procaina-
mide will now be administered. The patient weighs
80kg, and expected values for his procainamide
distribution volume and elimination half-life are
2.0L/kg and 3 hours, respectively.

What infusion rate will provide a steady-state
plasma procainamide level of 4.0 ug/mL?

A. 2.5mg/min
B. 5.0 mg/min
C. 7.5mg/min
D. 10.0 mg/min
E. 12.5mg/min

. A patient with peritonitis is treated with genta-
micin 80mg every 8 hours. Plasma gentamicin
levels are measured during the first dosing interval.
The gentamicin plasma level is 10 ug/mL at its
peak after initial intravenous administration of this
drug, and is 5 pg/mL when measured 5 hours later.

The cumulation factor can be used to predict an
expected steady-state peak level of:

A. 10 ug/mL
B. 12 pg/mL
C. 15ug/mL
D. 18 ug/mL
E. 20 pg/mL

. A 20-year-old man is hospitalized after an asthmatic
attack precipitated by an upper respiratory infection
but fails to respond in the emergency room to two
subcutaneously injected doses of epinephrine. The
patient has not been taking theophylline-containing
medications for the past 6 weeks. He weighs 60 kg,
and you estimate that his apparent volume of
theophylline distribution is 0.45 L/kg. Bronchodilator
therapy includes a 5.6-mg/kg loading dose of
aminophylline, infused intravenously over 20 min,
followed by a maintenance infusion of 0.63 mg/kg per
hour (0.50 mg/kg per hour of theophylline). Forty-
eight hours later, the patient’s respiratory status has
improved. However, he has nausea and tachycardia,
and his plasma theophylline level is 24 pg/mL.

For how long do you expect to suspend
theophylline administration in order to reach a level
of 12 ng/mL before restarting the aminophylline
infusion at a rate of 0.31 mg/kg per hour?

A. 5 hours
B. 10 hours
C. 15 hours

C. 20 hours
D. 25 hours

5. Digitoxin has an elimination half-life of approxi-

mately 7 days and its elimination is relatively
unaffected by decreased renal function. For this
latter reason, the decision is made to use this drug
to control ventricular rate in a 60-year-old man with
atrial fibrillation and a creatinine clearance of
25 mL/min.

If no loading dose is administered and a main-
tenance dose of 0.1mg/day is prescribed, how
many days would be required for digitoxin levels to
reach 90% of their expected steady-state value?

A. 17 days
B. 19 days
C. 21 days
D. 23 days
E. 24 days

. A 75-year-old man comes to your office with

anorexia and nausea. Five years ago he was found
to have congestive heart failure that responded to
treatment with a thiazide diruetic and an angio-
tensin-converting enzyme inhibitor. Three years
ago digoxin was added to the regimen in a dose of
0.25 mg/day. This morning he omitted his digoxin
dose. On hospital admission, electrocardiographic
monitoring shows frequent bigeminal extrasys-
toles and the patient’s plasma digoxin level is
3.2ng/ml. Twenty-four hours later, the digoxin
level is 2.7 ng/ml. At that time you decide that it
would be appropriate to let the digoxin level fall to
1.6 ng/ml before restarting a daily digoxin dose of
0.125mg.

For how many more days do you anticipate
having to withhold digoxin before your target level
of 1.6 ng/ml is reached?

A. 2 days
B. 3 days
C. 4 days
D. 5 days
E. 6 days

. A 50-year-old man is being treated empirically with

gentamicin and a cephalosporin for pneumonia.
The therapeutic goal is to provide a maximum
gentamicin level of more than 8 ng/mL 1 hour after
intravenous infusion and a minimum concentra-
tion, just before dose administration, of less than
1 pg/ml. His estimated plasma gentamicin clear-
ance and elimination half-life are 100 mL/min and
2 hours, respectively. Which of the following dosing
regimens is appropriate?
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A. 35mg every 2 hours
B. 70 mg every 4 hours
C. 90mg every 5 hours
D. 110 mg every 6 hours
E. 140 mg every 8 hours

. Youstart a 19-year-old man on phenytoin in a dose of

300mg/day to control generalized (grand mal)
seizures. Ten days later, he is brought to an emer-
gency room following a seizure. His phenytoin level
is found to be 5 ug/mL and the phenytoin dose is
increased to 600 mg/day. Two weeks later, he returns

to your office complaining of drowsiness and ataxia.
At that time his phenytoin level is 30 ug/mL.

Assuming patient compliance with previous
therapy, which of the following dose regimens
should provide a phenytoin plasma level of
15 pg/mL (therapeutic range: 10-20 ng/mL)?

A. 350 mg/day
B. 400 mg/day
C. 450 mg/day
D. 500 mg/day
E. 550 mg/day
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Compartmental Analysis of Drug Distribution
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All models are wrong but some are useful.
George E. P. Box, 1979 [1]

Drug distribution can be defined as the post-
absorptive transfer of drug from one location in the
body to another. Absorption after various routes of
drug administration is not considered part of the
distribution process and is dealt with separately. In
most cases, the process of drug distribution is
symmetrically reversible and requires no input of
energy. However, there is increasing awareness that
receptor-mediated endocytosis and carrier-mediated
active transport also play important roles in either
increasing or limiting the extent of drug distribution.
The role of these processes in drug distribution will be
considered in Chapter 14.

FIT-FOR-PURPOSE MODELING
OF DRUG DISTRIBUTION

In the previous chapter we neglected distribution-
phase data and considered drug distribution within
the body to be represented by a single homogeneous
compartment. Although both anatomically and phys-
iologically wrong, this model nonetheless is useful for
most clinical applications. In fact, most routine
pharmacokinetic studies are performed using non-
compartmental ~methods which provide useful
estimates of drug elimination clearance and total
distribution volume. This approach will be described
in greater detail in Chapter 8.
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A multicompartmental system was first used to
model the kinetics of drug distribution in 1937 by
Teorell [2]. The two body distribution compartments
of his model consisted of a central compartment cor-
responding to intravascular space and a peripheral
compartment representing non-metabolizing body
tissues. Drug elimination was modeled as proceeding
from the central compartment. Since then, more
complex multicompartmental models have been
developed in which different anatomical organs or
groups of organs are represented by separate
compartments. Price [3] pioneered this approach in
1960, using a four-compartment model to analyze
thiopental distribution after intravenous dosing.
Distribution was considered to be instantaneous in the
central compartment representing intravascular space,
and then proceeded at different rates to visceral organ,
lean tissue, and fat compartments. The different
compartments were characterized by their blood flow
rates and thiopental tissue/blood partition coeffi-
cients, with brain, heart, splanchnic organs, and
kidneys being lumped together into a single visceral
compartment because their distribution characteristics
were similar. Price used this model to compare
measured thiopental concentrations in blood and fat
with model-predicted values and to demonstrate that
the termination of this drug’s central nervous system
pharmacologic effect was primarily due to redistri-
bution from the brain to skeletal muscle and other lean
tissues. Later development of physiologically-based
pharmacokinetic models has incorporated increas-
ingly detailed information regarding drug physico-
chemical properties, information regarding drug
absorption and eliminating organ function, and

Copyright © 2012 Elsevier Inc. All rights reserved.
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different routes and conditions of drug administration
[4-6]. These models can now be implemented using
commercially available software and, as described
in Chapter 32, are playing an increasingly important
role in making a priori pharmacokinetic estimates that
can then be compared with experimental results [6].

Because physiologically based pharmacokinetic
models contain more parameters than can be identi-
fied from the analysis of experimental data,
compartmental analysis of this data is usually made
with systems that model drug distribution with only
one, two, or three compartments [7]. Therefore, this
chapter will focus on the two- and three-compartment
models that are most commonly used for this
purpose. In most applications, these models retain
Price’s assumption that distribution within the intra-
vascular space occurs instantaneously after intrave-
nous administration. However, the onset of
pharmacologic action of intravenously administered
anesthetic agents occurs within seconds of adminis-
tration and this necessitates consideration of the
kinetics of intravascular mixing [8]. So the appro-
priate selection of a given modeling approach and
model type is very much dependent on the intended
purpose of the analysis — what might be termed “fit-
for-purpose pharmacokinetics”.

Despite their varying complexity, all pharmacoki-
netic models represent parsimonious simplifications
of real-world systems and, in the sense of the opening
quotation, are “wrong”. However, after reaching that
conclusion, Box [1] explained that parsimony is
desirable because (i) when essential aspects of the
system are simple, simplicity illuminates and compli-
cation obscures, (ii) parsimony typically results in
increasingly precise model parameter estimates, and
(iif) indiscriminate model elaboration is not practical
because “the road is endless”. Similarly, Cobelli et al.
[9] pointed out that the validity of a model depends on
its adequacy for a well-defined and limited set of
objectives, rather than on whether it is a true repre-
sentation of all facets of an underlying system. Berman
[10] made the further distinction between mathemat-
ical models in which functions or differential equa-
tions are used without regard to the mechanistic
aspects of a system, and physical models, which have
features that have physiological, biochemical, or
physical significance. Dollery [11] has referred to the
former as “abstractions derived from curve fitting”
that provide minimal mechanistic insight. So this
chapter will focus on identifying mechanistic elements
of the compartmental models most commonly used
for pharmacokinetic data analysis that can be linked to
underlying features of human physiology and drug
physical chemistry.

PHYSIOLOGICAL SIGNIFICANCE OF DRUG
DISTRIBUTION VOLUMES

Digoxin is typical of most drugs in that its distri-
bution volume, averaging 536 L in 70-kg subjects with
normal renal function, is not readily interpreted by
reference to physiologically defined fluid spaces.
However, some drugs and other compounds appear to
have distribution volumes that are physiologically
identifiable. Thus, the distribution volumes of inulin,
quaternary neuromuscular blocking drugs, and,
initially, aminoglycoside antibiotics approximate
expected values for extracellular fluid space (ECEF).
The distribution volumes of urea, antipyrine, ethyl
alcohol, and caffeine also can be used to estimate total
body water (TBW) [7].

Binding to plasma proteins affects drug distribution
volume estimates. Initial attempts to explain the
effects of protein binding on drug distribution were
based on the assumption that the distribution of these
proteins was confined to the intravascular space.
However, “plasma” proteins distribute throughout
ECE, so the distribution volume of even highly
protein-bound drugs exceeds plasma volume and
approximates ECF in many cases [7]. For example,
thyroxine is 99.97% protein bound, and its distribution
volume of 0.15L/kg [12] approximates recent ECF
estimates of 0.16 +0.01 L/kg made with inulin [13].
Distribution volumes are usually larger than ECF for
uncharged drugs that are less tightly protein bound to
plasma proteins. Theophylline is a methylxanthine,
similar to caffeine, and its non-protein-bound or free
fraction distributes in TBW. The fact that theophylline
is normally 40% bound to plasma proteins accounts for
the finding that its 0.5-L/kg apparent volume of
distribution is intermediate between expected values
for ECF and TBW (Figure 3.1). The impact on distri-
bution volume (V;) of changes in the extent of
theophylline binding to plasma proteins can be esti-
mated from the following equation:

V,; = ECF + f,(TBW — ECF) 3.1)

where f,, is the fraction of unbound theophylline that
can be measured in plasma samples [14]. An addi-
tional correction has been proposed to account for the
fact that interstitial fluid protein concentrations are
less than those in plasma [15]. However, this correction
does not account for the heterogeneous nature of
interstitial fluid composition and entails additional
complexity that may not be warranted [7].

Many drugs have distribution volumes that exceed
expected values for TBW, or are considerably larger
than ECF despite extensive binding to plasma
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FIGURE 3.1 Analysis of theophylline V; in terms of protein
binding, ECF, and intracellular fluid (ICF) components of TBW in
a hypothetical 70-kg subject. Theophylline is normally 40% bound,
so its V; approximates 35L, or 0.5 L/kg. Reproduced with permis-
sion from Atkinson AJ Jr, Ruo TI, Frederiksen MC. Trends Pharmacol
Sci 1991;12:96-101 [7].

proteins. The extensive tissue binding of these drugs
increases the apparent distribution volume that is
calculated by reference to drug concentrations
measured in plasma water. By modifying Equation 3.1
as follows,

V; = ECF + & f,(TBW — ECF) (3.2)

published kinetic data can be used to estimate the
tissue-binding affinity (&) of these drugs.

For many drugs, the extent of tissue binding is
related to their lipophilicity. Although the octanol/
water partition coefficient (P,;) measured at pH 7.4 is
the in vitro parameter traditionally used to characterize
lipophilicity and is appropriate for neutral
compounds, this coefficient fails to take into account
the fact that many acidic and basic drugs are ionized at
physiological pH. Because only unionized drug
generally partitions into tissues, a distribution coeffi-
cient (Do) is thought to provide a better correlation
with the extent to which a drug distributes into tissues
[16]. Thus, for drugs that are monoprotic bases,

log Dot = log Poct + [1/(1 + 10PK~PH)]

where pK, is the dissociation constant of the drug. For
monoprotic acids, the exponent in this equation
becomes pH — pK, . In Figure 3.2, published experi-
mentally determined values for log D, are compared
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FIGURE 3.2 Relationship between lipophilicity, estimated from
Do, and tissue/plasma partition ratio (@) for several commonly
used drugs.

with estimates of log @. Equation 3.2 was rearranged to
calculate @ from literature values for f,, and distribution
volume [17, 18], and estimates of ECF (0.16 L/kg) and
TBW (0.65 L/kg) that were obtained from a study of
inulin and urea distribution kinetics [13].

Since the parameters f, and D, can be obtained by
in vitro measurements, Lombardo et al. [18] have used
the reverse of this type of approach to predict drug
distribution volume in humans in order to evaluate its
utility in compound optimization and selection during
the early stages of drug development. Although this
approach would not be expected to provide an accu-
rate prediction of the distribution volume of drugs that
bind to specific subcellular components, this is not
necessarily the case. For example, digoxin incorpo-
rates a steroid molecule (aglycone) but is relatively
polar because three glycoside (sugar) groups are
attached to it. It is a neutral compound and has an
octanol/water partition coefficient of 18, but also
binds very tightly to the enzyme Na/K-ATPase that is
present in most body tissues. Since digoxin is only 25%
bound to plasma proteins (f, = 0.75), Equation 3.2 can
be used to estimate that a 536-L distribution volume of
this drug corresponds to a ¢ value of 20.4, consistent
with the relationship between lipophilicity and tissue
partitioning shown in Figure 3.2. However, an
important consequence of the specificity of this
binding is that digoxin can be displaced from its Na/
K-ATPase binding sites by concurrent administration
of quinidine, causing a decrease in digoxin distribu-
tion volume [19]. As discussed in Chapter 5, Sheiner
et al. [20] showed that elevations in serum creatinine
concentration, resulting from impaired renal function,
also are associated with decreases in digoxin distri-
bution volume. This presumably reflects the same
impairment in Na/K-ATPase activity that makes these



30 Atkinson

patients more susceptible to toxicity when digoxin
levels are > 3.0ng/mL [21].

PHYSIOLOGICAL BASIS OF
MULTICOMPARTMENTAL MODELS OF
DRUG DISTRIBUTION

Formulation of Multicompartmental Models

The construction of multicompartmenal models
entails consideration of the identifiability, the structural
uniqueness, and, for physiologically relevant models,
the biological plausibility of the model. Identifiability of
model parameters is problematic when there is
a mismatch between the limited data provided by
a pharmacokinetic study and the complexity of the
proposed model structure [9]. However, a plot of
plasma concentration data vs time from a pharmaco-
kinetic experiment can be resolved, in many cases, into
a number of discrete exponential phases and charac-
terized by a sum of exponentials data equation, such as
described later in this chapter. This provides a guide to
allowable model complexity in that the minimal
number of exponential terms in the data equation
corresponds to the number of compartments that
can be specified in the model [10]. In addition, the
total number of independently identifiable model
parameters cannot exceed the number of parameters
in the data equation. Thus, drug elimination is usually
modeled as proceeding only from the central com-
partment rather than from several model compart-
ments. Drug transfer between model compartments is
best characterized by intercompartmental clearance,
a term coined by Sapirstein et al. [22] to describe the
volume-independent parameter that quantifies the
rate of analyte transfer between the compartments of
a kinetic model. Thus, elimination clearance and
intercompartmental clearance are primary pharmaco-
kinetic parameters because they share the property of
volume independence and are not affected by changes
in compartment volume. However, a number of
compartment and parameter configurations are
compatible with the data equation in most cases, and
additional information about the underlying system
may be required to arrive at a unique model structure.

Basis of Multicompartmental Structure

In contrast to Teorell’s model, the central compart-
ment of most two-compartment models often exceeds
expected values for intravascular space, and three-
compartment models are required to model the
kinetics of many other drugs. The situation has been

further complicated by the fact that some drugs have
been analyzed with two-compartment models on
some occasions and with three-compartment models
on others. To some extent, these discrepancies reflect
differences in experimental design. Particularly for
rapidly distributing drugs, a tri-exponential plasma-
level vs time curve is likely to be observed only when
the drug is administered by rapid intravenous injec-
tion and blood samples are obtained frequently in the
immediate post-injection period.

The central compartment of a pharmacokinetic
model usually is the only one that is directly accessible
to sampling. When attempting to identify this
compartment as intravascular space, the erythrocyte/
plasma partition ratio must be incorporated in
comparisons of central compartment volume with
expected blood volume if plasma levels, rather than
whole blood levels, are used for pharmacokinetic anal-
ysis. Models in which the central compartment corre-
sponds to intravascular space are of particular
physiological interest because the process of distribu-
tion from the central compartment then can be
identified as transcapillary exchange (Figure 3.3). In
three-compartment models of this type, it might be
tempting to conclude that the two peripheral compart-
ments were connected in series (catenary model) and
represented interstitial fluid space and intracellular
water. Urea is a marker of TBW, and the kinetics of its
distribution could be analyzed with a three-compart-
ment catenary model of this type. On the other hand,

Capillaries  Cell Membranes
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FIGURE 3.3 Multicompartmental model of the kinetics of inulin
and urea distribution and elimination. After injection into a central
compartment corresponding to intravascular space (V¢), both
compounds distribute to rapidly (Vr) and slowly (V) equilibrating
peripheral compartments (rectangles), at rates of transcapillary
exchange that are characterized by intercompartmental clearances
CLr and CLg. These peripheral compartments contain both intersti-
tial and intracellular fluid components, but transfer of urea between
them is too rapid to be distinguished kinetically. Inulin is limited in
its distribution to the interstitial fluid components of the peripheral
compartments. Reproduced with permission from Odeh YK, Wang
Z, Ruo TI et al. Clin Pharmacol Ther 1993:53:419-25 [13].
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a three-compartment model is also required to model
distribution of inulin from a central compartment that
corresponds to plasma volume. This implies that inter-
stitial fluid is kinetically heterogeneous, and suggests
that the mammillary system shown in Figure 3.3 is the
proper unique configuration for models of both inulin
and urea distribution kinetics [7, 13].

The proposed physiological basis for this model is
that transfer of relatively small polar compounds, like
urea and inulin, occurs rapidly across fenestrated and
discontinuous capillaries that are located primarily in
the splanchnic vascular bed, but proceeds more slowly
through the interendothelial cell junctions of less
porous capillaries that have a continuous basement
membrane and are located primarily in skeletal muscle
and other somatic tissues. Direct evidence to support
this proposal has been provided by kinetic studies in
which the volume of the rapidly equilibrating
compartment was found to be reduced in animals
whose spleen and lower intestine had been removed
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FIGURE 3.4 Measured plasma concentrations of insulin in
compartment 1 (intravascular space) after intravenous injection of
a 25-mU/kg dose, and computer-derived estimates of insulin
concentration in presumed splanchnic (compartment 2) and somatic
(compartment 3) components of interstitial fluid space. The bar
graph indicates the glucose infusion rate needed to maintain blood
glucose concentrations at the basal level. Reproduced with permis-
sion from Sherwin RS, Kramer KJ, Tobin JD et al. J Clin Invest
1974;53:1481-92 [24].

[23]. Indirect evidence also has been provided by
a study of the distribution and pharmacologic effects of
insulin, a compound with molecular weight and
extracellular distribution characteristics similar to
inulin. As shown in Figure 3.4, insulin distribution
kinetics were analyzed together with the rate of glucose
utilization needed to stabilize plasma glucose concen-
trations (glucose clamp) [24]. Since changes in the rate
of glucose infusion paralleled the rise and fall of insulin
concentrations in the slowly equilibrating peripheral
compartment, it was inferred that this compartment is
largely composed of skeletal muscle. This pharmacoki-
netic—pharmacodynamic (PK-PD) study is also of interest
because it illustrates one of the few examples in which
a distribution compartment can be plausibly identified
as the site of drug action or biophase.

Mechanisms of Transcapillary Exchange

At this time, the physiological basis for the transfer
of drugs and other compounds between compart-
ments can only be inferred for mammillary systems in
which the central compartment represents intravas-
cular space and intercompartmental clearance can be
equated with transcapillary exchange. In the case of
inulin and urea, intercompartmental clearance (CLj)
can be analyzed in terms of the rate of blood flow (Q)
through exchanging capillary beds and the perme-
ability coefficient-surface area product (P - S) char-
acterizing diffusion through capillary fenestrae
(primarily in splanchnic capillary beds) or small pores
(primarily in somatic capillary beds). The following
permeability-flow equation,’ used by Renkin [25] for

1 There is a long history behind attempts to analyze trans-
capillary exchange in terms of its blood flow and diffu-
sional permeability components. Eugene Renkin appears
to be the first to have applied this equation to the trans-
capillary exchange of non-gaseous solutes. He was guided
in this effort by Christian Bohr’s derivation of the
equation in the context of pulmonary gas exchange
(Skand Arch Physiol 1909;22:221-80). Seymour Kety based
his derivation of the equation on Bohr’s prior work and
also applied it to pulmonary gas exchange (Pharmacol
Rev 1951;3:1-41). Renkin’s derivation was not published
along with his original paper [25] but was archived by the
American Documentation Institute (document 4648) and
serves as the basis for the derivation published in refer-
ence [26]. A final independent derivation was published
by Christian Crone (Acta Physiol Scand 1963;54:292-305).
Renkin concludes that the equation could be epony-
mously termed the Bohr/Kety/Renkin/Crone Equation but
prefers to simply refer to it as the flow-diffusion equation
(Renkin EM. Personal Communication. December 10,
1999).
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analyzing transcapillary exchange in an isolated
perfused hind limb preparation,

CL; = Q1 —e 7" 5/Q) (3.3)

subsequently was adapted to multicompartmental
pharmacokinetic models [26]. Because CL; is replaced
by two terms, Q and P - S, it is necessary to study both
inulin and urea distribution kinetics simultaneously. In
order to estimate all the parameters characterizing the
transcapillary exchange of these compounds, it is also
necessary to assume that the ratio of their P - S values
is the same as the ratio of their free water diffusion
coefficients. Calculations based on this assumption
yield estimates of the sum of blood flows to the
peripheral compartments that are in close agreement
with independently measured cardiac output [7, 13].
Although this approach seems valid for small,
uncharged molecules, molecular charge appears to
slow transcapillary exchange. Large molecular size
also retards transcapillary exchange [27]. Molecules
considerably larger than inulin are probably trans-
ported through small-pore capillaries by convection
rather than diffusion (Figure 3.5). Conversely, very
lipid-soluble compounds appear to pass directly
though capillary walls at rates limited only by blood
flow (P « S >> Q). Even though theophylline is a rela-
tively polar compound, its transcapillary exchange is
also blood-flow limited and presumably occurs by
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TABLE 3.1 Classification of Transcapillary Exchange
Mechanisms

1. Diffusive transfer of small molecules (< 6000 Daltons)
® Transferred at rates proportional to their free water diffusion
coefficients
Polar, uncharged compounds (e.g., urea, inulin)
® Transferred more slowly than predicted from free water
diffusion coefficients
Highly charged compounds (e.g., quaternary skeletal muscle
relaxants)
Compounds with intermediate polarity that interact with
capillary walls (e.g., procainamide)
® Transferred more rapidly than predicted from free water
diffusion coefficients
Highly lipid soluble compounds that freely penetrate endo-
thelial cells (e.g., anesthetic gases)
Compounds transferred by carrier-mediated facilitated
diffusion (e.g., theophylline)
2. Convective transfer of large molecules (> 50,000 Daltons)

carrier-mediated facilitated diffusion [28]. This leads
to the classification shown in Table 3.1.

Although there have been few studies designed to
interpret actual drug distribution results in physio-
logical terms, a possible approach is to administer
the drug under investigation along with reference
compounds such as inulin and urea. This experimental
design was used to show that theophylline distributed
from intravascular space to two peripheral compart-
ments which had intercompartmental clearances cor-
responding to the blood flow components of urea and
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FIGURE 3.5 Plot of capillary permeability vs molecular weight. Reproduced with
permission from Dedrick RL, Flessner MF. Prog Clin Biol Res 1989;288:429-38 [27].
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inulin transcapillary exchange [28]. It also should be
emphasized that conventional kinetic studies do not
have the resolving power to identify distribution to
smaller but pharmacologically important regions such
as the brain in which transcapillary exchange is
limited by tight junctions or by carrier-mediated active
transport (e.g., P-glycoprotein).

CLINICAL CONSEQUENCES OF DIFFERENT
DRUG DISTRIBUTION PATTERNS

The process of drug distribution can account for
both the slow onset of pharmacologic effect of some
drugs (e.g., digoxin) and the termination of pharma-
cologic effect after bolus intravenous injection of
others (e.g., thiopental and lidocaine). When theoph-
ylline was introduced in the 1930s, it was often
administered by rapid intravenous injection to asth-
matic patients. It was only after several fatalities were
reported that the current practice was adopted of
initiating therapy in emergency situations with a slow
intravenous infusion. Nonetheless, excessively rapid
intravenous administration of theophylline still
contributes to the frequency of serious adverse reac-
tions to this drug [29]. The rapidity of carrier-mediated
theophylline distribution to the brain and heart
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probably contributes to the infusion-rate dependency
of these serious adverse reactions.

The impact of physiological changes on drug
distribution kinetics has not been studied extensively.
For example, it is known that pregnancy alters the
elimination kinetics of many drugs. But physiological
changes in body fluid compartment volumes and
protein binding also affect drug distribution in preg-
nant subjects. As discussed in Chapter 24, Equation 3.1
has been used to correlate pregnancy-associated
changes in theophylline distribution with this altered
physiology [14]. As